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VS.
Romance ACTION

“I love you.” “You are arrested.”

Based on word frequency in scripts.



Data Exploration and Feature Selection
- Import Packages

- pandas, seaborn, numpy, matplotlib

- Load each dataset

- Data Overview

- Use .info() for data frame summaries

- Display first few rows with .head()



- Data Preparation

- Remove non-essential columns (Title, Genre, etc.)

- Retain numeric word frequency data

- Filter Common Words

- Exclude ~130 non-informative words (prepositions, 

appositives)

- Create and use a filter list from CSV

- Genre Segregation

- Separate data into action and romance genres

- Frequency Analysis

- Calculate and compare mean word frequencies by genre

Continued.



Bar Graph:

Romance
Action



Frequency Charts + Dot Plots:



- Top Words Extraction
- Top 50 words per genre identified

- Model Selection
- Decision Tree Classifier

- Imported: DecisionTreeClassifier, splitting data, and evaluation tools

Development of Classifier

- Data Preparation and Training
- Genres encoded: action (1), romance (0)

- Data split: 80% training, 20% testing

- Model trained with fit method

- Model Implementation
- Classifier predicts genres from word 

frequencies

- Testing ensures unbiased evaluation



Assessment of the Classifier
Import accuracy and precision built-in calculators

- Accuracy_score from sklearn.metrics

- Precision_score from sklearn.metrics

Compute accuracy and precision based on the testing data
- Accuracy range at ~75%

- Precision range at ~72%



Comparison to knn classifier

Import KNN classifier from sklearn.neighbors
- Reuse accuracy_score and precision_score

- This will later be used to evaluate the knn in comparison to our decision tree

Define the n_neighbors value as 50

Fit our data sets to the 
model

Compute accuracy and precision
- This showed to range very similarly to our own classifier

- Relatively low for knn but average in terms of over or underfitting

- Could be due to word choice in the data set themselves



Human Context

● Enhance user 
experience 
and 
marketing 
effectiveness 
for streaming 
platforms

● Boost economic 
benefits by 
improving 
recommendation 
algorithms, which 
enhance subscriber 
satisfaction and 
retention, leading to 
increased user 
engagement and 
higher subscription 
rates.

● Provide valuable 
insights during 
film production 
and distribution, 
helping 
producers 
forecast market 
appeal



Thank you for listening!


